ASSIST.LECTURER MOHAMMED AL-SHUKRI

SYSTEM OF LINEAR ALGEBRIC EQUATIONS

Consider the system:

a11x1 + a12x2 + + alnxn - C1 (1 a)
Ap1 X1 + AxpXy + o+ Ay Xy = Cy (1.b)
Ap1 X1 + ApoXy + -+ AppX, = Cp (1.c)

a's, c's are constant and n is the number of equations, in matrix form:

a11 a12 a13 aln xl Cl

_ arq ar, a23 a27’l X2 _ Co
4] = ™ =1
an1 anZ an3 e ann xn Cn

Methods of Solution

(A)Direct Methods
(B) Iteration Methods
(A) Direct Methods:
1. Gauss Elimination: The matrix A is reduced to an upper and lower triangular matrix.

the unknown are evaluated by backward substitution i.e.

(U] [L]

a1 ai; - Qqn 0 0 .. 0

O a wen aZn a a nn O
[A] = | . 22 . or =72t T2 :

0 0 noo ann anl anZ nao ann

To perform the above processes:
1. Eliminate x; from first equation through n" equations. By multiplying Eq.(1.a) by
a,1/a4;, and subtract the resulting eq. from Eq.(1.b).
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2. Procedure is repeated for the remaining Eq. such as Eq.(1.a) is multiplied by % and
11

the resulting Eq. is subtracted from third Eqg. and so on till the upper triangular matrix
is obtained.

3. Back substitution to obtain x4, x5, ... X, as shown.

C x — C” all

,1 back subs. 3, 3{ 33 ,
C2 > x2 =(C2—a23x3)/a22

n
C3 x1 = (€1 — 12X, — Ay3X3)/ A4

! 1A
0 ay ap;

Iau a2 ag3
0 0 as3s

Example: Use Gauss Elimination method to solve the following equations (carry out six
significant figures during computation

3x; —0.1x, — 0.2x3; = 7.85 (a)
0.3x; —0.2x, + 10x3 = 71.4 (c)

Solution: Multiply (a) by 0.1/3 and subtract from (b).
Multiply (a) by 0.3/3 and subtract from (c).

That gives:
3 -0.1 —0.2 7.85 a
0 7.00333 —0.293333|—19.5617 b’
0 —0.19000 10.0200 | 70.615 c'

Multiply (b") by —0.19000/7.00333 and subtract from (c’) gives:
3 -0.1 —-0.2 7.85 a
0 7.00333 —0.293333(—19.5617 b’
0 0 10.0120 | 70.843 c”

Back substitution gives:

x3 = 7.00003 x, = —2.50000 x; = 3.00000

2. Gauss-Jordan Method:
It is similar to G.E. method for solution system of eq. Ax = b but in this method the
matrix A reduced to diagonal matrix instead of triangular matrix.
Example: Use Gauss-Jordan method to solve the following equations

4x; —9x, + 2x3 =5 (a)
2x1 —4x, + 6x3 =3 (b)
X1 — X, +3x3 =4 (c)

Solution: Multiply (1) by 2/4 and subtract from (2).
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Multiply (1) by 1/4 and subtract from (3).

4 -9 215 1
lO 05 505 ] 2!
0 125 2.512.75 .3

Eliminate x, from (3") and (1) by multiply (2") by 1.25/0.5 and subtract from (3"), multily
(2") by —9/0.5 and subtract from (1) gives:

4 0 92 |14 w1
lO 05 5 0.5] A
0 0 -10I15 .. 3"
Eliminate x5 from (1") and (2")
Multiply (3") by 92/—10 and subtract from (1').
Multiply (3") by 5/—10 and subtract from (2').
That gives:
4 0 0 |27.8
[0 05 0 1.25]
0 0 -1011.5
Then
x5 = 27.8/4 = 6.95 x, =25 x, = —0.15

3. Matrix Inversion By Gauss Method:
This method start with

Gauss Elim.

a) A I ——— | U or L New matrix ]

b) Back substitution

15t column of

)| > First column of A7
New matrix

c) |U or L ]x1=

nd column of

| = Second column of A™1
New matrix

UOT'L]XZZZ

Example: Find the inverse of the matrix

-1 8 =2
A=1-6 49 -10
—4 34 =5
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Solution:

[—1 8 1 0 O GE 1 8 2|1 0O O
—6 49 —10 0 1 0 1 —-6 1 O
—4 34 =510 0 1 0 8 -2 1
-1 8 -2 1

0 1 2 |x=|-6|= 10

0 0 -—11 8 | —8

-1 8 -=2] [0 ] [—28

0 1 2|x,=11]|=]-3

0O 0 -1

-1 8 -=2] 0 18

0 1 2 |x3=|0]=]2

0 0 -—11 1 -1

Then
95 -—-28 18
A~ [10 -3 2
—8 2 -1

4. Matrix Inversion By Gauss-Jordan Method:

In this method the matrix A is reduced to an identify matrix i.e.

N

Example: Find the inverse of the matrix

4 -9 2
2 —4 6
1 -1 3
Solution:
4 -9 2|11 0 O
A ‘ I ]@[2 —4 6|0 1 0]
1 -1 310 0 1
4 —9 2 1 0 O
0 0.5 51-05 1 0
[0 1.25 251-0.25 0 1
4 0 92| -8 18 O
0 05 5 |-0.5 1 0
0 0 -—-101 1 —-25 1
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4 0 0 |12 -5 92

0 05 0|0 -025 05

0 0 -10l1 =25

1 0 0] 0.3 —1.25

0 1 0/l o0 —0.5

0 0 1/-0.1 0.25 —01

—1.25 3

Or A7l = 0 —0.5 1

—-0.1 025 -0.1

5. Choleski's Decomposition Process

A square matrix A is expressed as the product of LU i.e.

[A] = [L][U]
To find [L] and [U], the above matrices can be represented by:
1 0 0 Ull UlZ U13 a1 412 Ag3
L21 1 0 0 Uzz U23 = |a21 az, azs
L31 L32 1 0 0 U33 a’31 a32 a33
Ui1 Uz Ui
Ly Uqq Ly1Usz + Uy, Ly1Uys + Upys =14
L31Uy1 L3 Uiz + L3yUzy  L3qUps + Ly Usz + Uss
From which;
U1 = a1 Uiz = a1z, Uiz = ag3
dz1 Az dz; Q3 U, =a,, — L, U
L., =—2= = : L. = — = == 22 22 21Y12
21 Upjrn  agng 31 Ui ann

Uy3 = ay3 — Ly1Uq3 L — (asy; — L31U1z)  Usz = azz — Lz Uz — L3pUss

32 = U,

And generally;

Uy = ay5

Ly = ail/Ull_ )

Usj = aij = Xie=1 LU 1<i<j
- o

Lij = (@ij = Zimy L1xUkj) 1 Ujj i=>j>1

Example: Express the following matrix in LU form

4 3 =2
A=11 0 5
2 -3 —4
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Solution:
4 3 —2 resulting matrlx 2
A=11 o s 1/4 1 0 —3/4 11/2
2 _3 _4 1/2 6 1 —36

5.1. Application of Choleski's Decomposition to Solution of Simultaneous Linear Equations

If the matrix A is decomposes into LU then any equation such as [4][x] = [B], where
A is a square matrix (n X n), can be written in the form.
[L][U][x] = [B]
Then the equations are solved as follows:
1. [L][Y] = [B]
2. [U][x] = [Y]

The second Eq. is written in the form;
LYy =By
L1V + LooYs =B,
L3, + L3,Y, + LasYs = Bj

Which give the values of Y by forward substitution then the first Eq. can be written as
U11X1 + Ulzxz + -+ Ulnxn == Yl
Uzzxz + U23X3 + -+ Uann - YZ

Umxn =Y,
Which give the value of x by backward substitution.

Example: Solve the following set
2x4 +x3 =4
—3x; +4x; —2x3 = =3
Xy +7x, —5x3 =6

2 0 11 4

ERERE

1 7 -=511%3 6
1 0 o112 O 4
[_1.5 ! 0”0 : _05” ]H
05 175 1110 0 —4.625 6

Solution:
The matrix form;
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[L][Y] = [B]

1 gwes
0.5 1. 75 1
Y]

[U][x] = [
4
H H .
—4.625 ~1.25

_10
1= 37 X2 = 37' ¥ =37
5.1. Matrix Inversion by Choleski's Decomposition
Example: Find the inverse of the matrix
0.7 =54 1.0
=135 22 0.8
1.0 —-1.5 4.3
Allx|=1|B Where | B | is the identity matrix.
The resulting LU matrices are
1 0 0110.7 -54 1.0
5 1 010 29.2 -—-4.2
1.0 0.213 11L0 0 3.75
[L Y|=|B Will be
1 0 01[Yi1 Yiz Vi3 1 0 O
5 1 0f|Y21 Y22 Yo3|=1]0 1 0
1.0 0.213 111lY3; Y3, VYis 0 0 1
1 0 0
This gives the valuesof [Y | =| -5 1 0
—-0.38 —-0.21 1
And|U ||l x| =Y | becomes
0.7 =54 1.0 1[*11 X12 X13 1 0 0
0 292 —4.2||%21 X22 X23|=| -5 1 0
0 0 3.7511X31 X332 X33 —0.38 —-0.21 1
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Which gives complete values of [x]

—0.113 1.138 0.024
0.035 0.017 1.021

=

-0.19 0.03 -0.04 Allx

[0.11 0.32 —0.08
-0.1 -0.06 0.27

[1.003 0.002 -0.02

(B)Iterative Methods:
1.Jacobi Iteration Method: Also called simulation displacement.
Consider the system;
Ap1X1 + A%y + o+ agpx, = by
Ay X1 + AyoXy + -+ AypXy = by

Ap1X1 + Xy + -+ AppXy = bn

Which are arranged for solution in the form;
1

x; = —(by — A12X; — Ay3X3 — =" — A1 Xy)
a
1
Xy = —(by — Ap1X1 — Ap3X3 — =" — AypXy)
az;
1
X = by — Ap1Xq — ApaXy — - — an(n—l)xn—1)
ann

For initial guesses put all (x's) zero

Noted as xfl),xél),xél), ...,xfll) and substitution them into the right side of the
above equation, a new set xiz), xéz), xéz), ...,x,(lz) can be calculated.
Example: Solve the following set
3x1 +x2 +X3 = 10
x1 + SXZ + ZX3 == 21
xl + 2x2 + SX3 = 30

Solution:

1 _ _
X §(10—x§n 1)—x§n 1))

1 _ _
X} = g(21 —xY il 1))
1 _ _
X} = g(30 — xin v _ 2x§n 1))
Lo b 10
1 a;; 3
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w b 21
Xy =—
a,s 5
ass 5
1 21 30
@)
“(10=2 -2} = —0.067
s(10-5-%)
(2) 1(21 10, 30) 1.133
= — —_——_—— * — | = 1.
5 3 5
) 1(3 10, 21) 3.653
= - _— * — ) =
Y3 T3 3 5
Continue till

x7 =1.001, x =2.001, x*” =5.001
And x'® =0.999, x{"® =2000, x{'® =5.000

2. Gauss-Seidel Iteration Method: To compare with the previous example, rearrange the

equation
1 _
XIL = 5(10 — xén b xg(,n 1))
1
n_ _ (n) (n-1)
X} =2 (21— — 2x{" )
1
Xl = g(30 x™ — 2x§n))
(b 10
a; 3
(b 2
a, 5
(=P 30
asz 5

Substitution in the arranged equation

@ 1 21 30
x1 = §(10 ? - ?) —0.067

Non 1 30
5(21+0067 2*?)—1.813

xP = (30+0067 2 % 1.813) = 5.288

And so on till
x® =1.001, x{* =2.000, x{¥ =5.000
And x) =1.000, x{” =2.000, x{” =5.000
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H.W: Solve the set using;
1. Jacobi Iteration method
2. Gauss-Seidel Iteration method
10.27x; — 1.23x, + 0.67x3 = 4.27
2.39x; — 12.62x, + 1.13x3 = 1.26
1.79x; + 3.61x, + 15.11x5; = 12.71
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