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 Abstract 

In the recent years, wireless sensor networks (WSNs) have emerged as new 

technology in various applications to obtain information from the environment such 

as temperature, humidity, pressure, etc. WSNs are primarily characterized by a 

limited, non-renewable power supply. Hence, the need to improve energy efficiency 

is becoming increasingly important as it affects the lifetime of the network. In order 

to minimize the energy consumption in WSN, this thesis presents models to reduce 

the consumed energy and extend the network lifetime by proposing two cases. The 

first case discusses five scenarios. In each scenario, the proposed model is divided 

into a certain number of clusters, and the proposed model is compared with two other 

models. In this case, the model minimizes the number of active sensor nodes, and 

determines the optimal position for the single cluster head (CH). To minimize the 

energy consumed by the transmit-only sensor nodes, k-mean algorithm is employed 

to perform node clustering, and determine one sensor node from each cluster to 

represent this cluster. Particle Swarm Optimization (PSO) is used to solve the non-

convex optimization problem of finding optimal location of the CH. In the second 

case, the optimal position for the cluster heads (CHs) in the networks where natural 

obstacles are studied, such as mountains, buildings or a group of trees, exist within 

observer field. These obstacles may block the communication between transmit-only 

sensor nodes and a CH in WSNs. In this case, the observer field is divided into  -

groups, where each group has the greatest number of sensor nodes that have a line-

of-sight (LOS) among them. This sub-problem is formulated as a graph partitioning 

problem. Moreover, the optimal position of the CHs is determined in each groups 

such that LOS is maintained between the CH and its sensors nodes. In order to 

minimize the energy consumed by each group within the target field, PSO algorithm 

is used to find the optimal location of the CH. Simulation results show that the first 

proposed case achieves better network lifetime compared to its comparators. While 

the second proposed case shows that the proposed model achieves the best 

partitioning of the network, the best communications between sensor nodes and its 

CH, and the best network lifetime compared with a model that splits the sensor nodes 

using the coordinates of the obstacles (heuristic model). The percentage of lifetime 

improvement is 22% and 16% in the first and second scenarios, respectively. 
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Chapter One 

1. Introduction to Wireless Sensor Networks 

1.1 Background  

Wireless sensor networks (WSNs) have attracted the interest of researchers in the 

recent years due to their wide applications. WSN is a kind of wireless ad hoc 

networks [1] that is widely used in civilian, military, environment monitoring, and 

security approaches [2], [3]. The WSNs used broadcast communication pattern 

whereas ad hoc networks use point-to-point communication, the number of nodes in 

WSN is greater than in an ad hoc network, and the battery of a WSN is not 

rechargeable or replaceable, while the battery of ad hoc network is replaceable. 

 

WSNs are composed of a set of nodes equipped with one or more sensors, 

memory, simple process, an RF antenna and limited energy sources. A sub-set of 

WSNs is Transmit-Only (TO) sensor Network. These networks are composed of 

sensor nodes with TO ability, and cluster head(s) (CH) that have the transmit-receive 

ability. The CH bears the additional workload that receives the sensed data from 

sensor nodes, collects it and sends it to the base station (BS).  

 

WSNs consist of sensor nodes with the ability to sense and monitor different types 

of environment conditions from the observer field such as temperature, pressure, 

moisture, vehicle motion, soil features, lightning state, levels of noise, levels of 

mechanical stress on annexed objects, the presence or absence of a specific types of 

things in an environment, and the existing properties such as directions, sizes, and 

velocities of objects [4].  
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For many WSNs, normal nodes inside the scene are chosen as CHs, which affects 

the lifetime of the chosen sensors due to the extra workload [5]. Several researchers 

have suggested the use of nodes equipped with additional energy (special nodes) 

called gateways, and these gateways are similar in their work to the CHs [5]. TO 

sensor nodes are spread in large numbers and usually randomly in the monitoring 

field to form WSNs. Energy efficiency is an important factor in the design of WSNs 

[6]. Moreover, energy efficiency depends on various parameters for its improvement, 

such as the distances between sensor nodes and the corresponding CHs, the position 

of the BS, and the residual energies of the TO sensor nodes. BS is usually rich of 

energy, while the energy of the sensor nodes is limited (1.5 volts) [7]. There are 

several types of batteries used in WSNs such as nickel-cadmium, nickel metal 

hydride, alkaline, reusable alkaline, zinc-carbon, and lithium polymer [8]. The  

energy of the sensor nodes is the most valuable resource in the network. Therefore, 

the efficient consumption of the energy to extend the lifetime of the network is the 

focus of recent research on WSNs. Despite the different definitions of WSN network 

lifetime (number of rounds), the most common definition is adopted, where lifetime 

of a network represents the different time between the operation time of the network 

to the depletion and death of the first TO sensor node. 

 

WSNs consist of big number of small, multifunctional, and inexpensive sensor 

nodes that are capable to sense, process, and communicate data from the physical 

environment to a remote node. These sensor nodes act as transmit-only devices as in 

[9]. 
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The base station (BS) is one of the components of the WSNs with much more 

computational, energy, and communications resources. It acts as a gateway between 

sensor nodes and the user end as they usually forward sensed data from the observer 

field to a remote server. WSN includes a mediator device between the sensor nodes 

and the BS called a cluster head (CH), which is responsible for receiving data from 

the TO sensor nodes and forwarding them to an off-the-field BS for further 

processing. CHs deplete their energy by reception and transmission processes, while 

TO sensor nodes consume their energy by sensing, processing, and transmitting the 

sensing data to the CH. The energy consumed by TO sensor nodes as transmitter is 

proportional to the distance between the transmitter and the receiver. Thus, reducing 

the transmission distances leads to reduction in energy consumption in TO sensor 

nodes. In this thesis, the work considers only the energy dissipated in the network by 

transmission and reception process, and do not take into account the energy 

dissipated by sensing the observer field and processing the sensing data because the 

energy consumption in these two cases is almost constant among sensor nodes.   

  

Figure 1.1 shows the typical structure of the WSNs, where the SN represents the 

transmit-only sensor nodes that are distributed in the observer field, and the CH is 

responsible for collecting the data from corresponding sensor nodes and transmitting 

it to BS. 
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Figure 1.1.  An illustration of wireless sensor networks [10]. 

 

1.2 Problem Definition 

The limited energy sources of the wireless sensor nodes are one of the most 

factors affecting the lifetime of the WSNs [11]. It is usually difficult to recharge and 

replace the energy supply of the sensor nodes due to their spread in harsh 

environment [6]. This problem has driven a wave of researches that aim at 

optimizing energy consumption and thus prolonging the lifetime of the network. In 

some applications, it is impossible to replenish the energy source of the sensor nodes, 

 

 

 

 

CH 

SN 

SN 

SN 

SN SN 

SN 

SN 
SN 

CH 
CH 

Cluster Head 

Sensor Node 



5 
 

and therefore the network lifetime depends on the lifetime of the sensor nodes' 

batteries.  

 

Natural obstacles in the observed field can present a problem, due to the absence 

of line-of-sight (LOS) among TO sensor nodes and the CHs, and thus affect the 

connectivity and coverage of the WSN. Some of TO sensor nodes will prevent 

transmitting information to the CH, because there is no LOS between them, which 

may reduce the area monitored in the observer environment. Hence, this may result 

in coverage holes. To get the coverage of the entire network, one CH is identified for 

each specific group of TO sensor nodes. The presence of a LOS was also confirmed 

between each TO sensor nodes and its CH.  

 

1.3 Research Aim and Objective 

The aim of this work is to extend the lifetime of the network and reduce the 

energy consumption in the whole network by selecting the optimal location of the 

CH within its group after clustering the network into clusters. In addition to that, this 

study aims at ensuring the coverage of the entire network, as well as making a 

balance in energy consumption among the partitions in the whole network. The 

objective of first case is achieved by proposed a clustering method that schedules the 

operator sensor nodes in each cluster, after that determine the optimal location of the 

CH within the observer field. The objective of the second case is achieved by 

splitting the network with obstacles into k-groups using graph partitioning technique 

and determine the optimal location of the CHs within their groups that minimize 
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energy consumption of the network and provides a LOS between the network 

components, to ensure that the entire network is covered.   

 

1.4 Motivation  

WSNs have gained significant research attention in recent years due to its 

versatile applications. In WSNs, sensor nodes are usually equipped with limited, 

non-rechargeable, and non-renewable power supplies, especially in harsh and hard-

to-reach environments. This power limitation imposes a practical challenge that 

researchers face in the field deployment of sensors, which is to keep the network 

running for as long time as possible by reducing the energy consumption of the 

sensor nodes. This can be realized by the use of different types of technologies, such 

as the method of network partitioning, as well as finding the optimal location of the 

CHs.  

 

1.5 Contribution 

 In the first case, the network lifetime is extended by scheduling the 

operation of the sensor nodes in each cluster thus prevent redundant sensed 

data, and determine the best CH location. 

 In the second case, the best division of the sensor nodes which have 

approximately equal number of sensor nodes in each group which leads to 

the balance of the energy consumption of the groups. The best 

communication between the CHs and their sensor nodes as LOS is 

provided between them to ensure the coverage of the whole network. Thus, 
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extend the network lifetime by determine the optimal location of the CHs 

within their groups that reduce the energy consumption of the network and 

provide a LOS between the network components. 

 

1.6 Outline of the Thesis 

 Chapter two: This chapter includes a brief explanation of the wireless 

sensor networks (WSNs) in terms of the network model and the 

mathematical model, as well as a background on the algorithms used in the 

work. Those techniques include particle swarm optimization (PSO), graph 

partitioning technique, and k-mean clustering algorithm. Finally, a review 

of some published literature related to the work is presented. 

 

 Chapter three: It covers the proposed model for the first case with five 

scenarios. In each scenario, the proposed model is compared with other two 

models, where the first model uses Geometric Mean, finding the location of 

the CH. In contrast, the second model uses the PSO algorithm to find the 

position of the CH. Finally, the presentation and simulation of the results 

are presented in detail in this chapter. 

  

 Chapter four: This chapter focuses on studying the presence of obstacles 

in the network that may prevent communication link between the network 

components, as it is called the second case. The proposed model is 

compared with another model that is non-intelligent in dividing the network 
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into  -groups (it is called heuristic model) in two scenarios. The results are 

shown at the end. 

 Chapter five: This chapter states summary conclusions of the proposed 

model, and provides suggestions for improving future work. 
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Chapter Two 

2. Theoretical Background and Literature Review 

In this chapter, the models of the power optimization of wireless sensor networks 

(WSNs) are introduced, in addition to the required theoretical background regarding 

PSO, graph partitioning algorithm, and k-means clustering algorithm. The chapter 

ends with a summary of some published papers related to the work. 

 

2.1 Wireless Sensor Networks 

WSNs consist of a large number of low cost and small sensor nodes, which 

operate as transmitter-only (TO) devices, and which are usually randomly distributed 

in two-dimensional observer field. Each TO sensor node is able to sense, process, 

and send the sensed data to a cluster head (CH) or a base station (BS), as the sensor 

nodes transmit their sensed data directly to the BS when there is no CH in the 

network. The CH acts as a mediator point between the networks’ nodes and a remote 

node. 

  

The energy is consumed by TO sensor node for sensing the observer field, and 

transmitting the sensed data to the BS. The limited energy sources of the sensor 

nodes are the key drawback of WSNs due to the difficulty associated with replacing 

and/or recharging the nodes’ batteries because of their large numbers and hostile 

environments distributions [12]. Energy conservation and prolonging lifetime of 

WSNs are the main challenges in building and implementing these networks [13]. 
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In the transmission phase, the CHs create a time division multiple access (TDMA) 

schedule to organize the transmissions and also to avoid interferences during 

transmissions [14]. They assign a frame to each cluster, and this frame consists of a 

time slot, each sensor node has one time slot to send its data to the corresponding 

CH, and remain in sleep state in the rest of the frame. The number of time slots in the 

frame depends on the number of sensor nodes in the cluster. After all sensor nodes 

transmit their data (at the end of the frame), the CH transmits the collected data to the 

BS.  

 

The energy dissipation model that is used here is similar to the model considered 

in [9], [15], [16]. The energy dissipated by the     transmit-only sensor node       

for transmitting  -bits of sensed data, and the energy dissipated by the CH as a 

receiver     for receiving p-bits of data from TO sensor nodes are depicted as 

follows: 

 

     (      
 
)                                                                                               (2.1) 

 

                                                                                                                    (2.2) 

 

where           , and   is the number of TO sensor nodes in the observer field. 

   is the Euclidian distance between the     transmit-only sensor node and the CH.   

and   are constants associated with the transmitter and receiver circuits [17].    is the 

path loss exponent (2       [17], [18].   is the number of data bits.   is a 

constant that is related to the receiver circuit and its value is equivalent to   [17]. 
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The total energy consumed by TO sensor nodes in the whole network is given as 

follows: 

 

    ∑ (      
 
)   

                                                                                         (2.3) 

 

Hence, based on Equations 2.1 and 2.2, the total energy consumed by the CH for 

receiving the sensed data from   transmit-only sensor nodes and forwarding them to 

the BS is given by: 

 

            (      
 
)                                                                            (2.4) 

 

where     is the total energy consumed by the CH  in the observer field,    is the 

Euclidian distance between the CH and the BS. 

  

The energy consumed during transmission processes is proportional to the 

distance between the transmitter and the receiver. Figure 2.1 shows a simple example 

of the amount of energy consumption, where the dotted arrows represent the 

direction of transmission and the transmission distance of the TO sensor nodes and 

the CH in the observer field. The first sensor node (SN1) consumes higher energy 

during sending its data to the CH due to the large distance between the SN1 and the 

CH. The second sensor node (SN2), however, consumes less energy during 

transmission owed to the shorter distance between the SN2 and the CH. 
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Figure 2.1. An example showing the energy consumed in the WSNs and its relation 

to the distance between the transmitter and receiver. 

 

 

The total energy dissipated in the entire network by the TO sensor nodes and the 

CH is the sum of Equations 2.3 and 2.4, which is given as follows: 

 

      ∑ (      
 
)   

             (      
 
)                                     (2.5) 

 

 

2.2 Particle Swarm Optimization (PSO) 

PSO algorithm is an evolutionary computing technique that has been extremely 

popular recently. It is one of the effective algorithms that is inspired from natural 

SN1 

SN2 

SN3 

CH      

SN4 

    

     for CH. 
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life. In general, PSO techniques are inspired by the social demeanor of biological 

organisms. PSO is usually chosen to numerically solve complex optimization 

problems due to its state of implementation, quality of the solution, ability to eloping 

from local idealism, and rapid convergence [19]–[21]. It can be used to solve 

nonlinear and multi-peak optimization problems, especially in the fields of science 

and engineering [22]. PSO can be used in many fields, such as neural network, 

mechanical design, image processing and communication [23], precisely, the ability 

of groups of some kinds of animals to act together to search for a desired location in 

a target area, for example, a flock of birds searches for a source of food. This search 

behavior is linked to optimal searching for solutions to nonlinear equations in a 

search area [19]. 

 

PSO uses a sequence of iterations in an attempt to improve a particle solution 

regarding given measurement quality or application [24]. PSO technique is usually 

used to find the position of the particle associated with the best evaluation of a 

particular fitness function. The fitness function is used to assess the significance of 

each particle in the search area. In the first case, the PSO algorithm was used to 

minimize the total energy consumed in the entire network by TO sensor nodes 

through minimizing the total transmission distance between TO sensor nodes and a 

CH. In the second case, the PSO algorithm was used to minimize the number of TO 

sensor nodes that do not have line-of-sight (LOS) with their corresponding CHs. In 

addition, PSO was used to minimize the total energy consumed in each group by TO 

sensor nodes and their corresponding CHs through minimizing the total transmission 

distance between them. The optimization problem here is convex, which is to find 
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the optimal location for CH, so using any optimization algorithm will give the same 

results. 

 

In the PSO problem, each particle is defined by its position and velocity along 

each dimension of the problem. Initially, the particles of the swarm are drawn 

randomly from a pre-defined probability distribution within the search space. The 

particles iteratively update their position and velocity until they reach a possible best 

solution. In each iteration, the particles utilize the information of their previous best 

individual position and the global best position to converge to the final answer. The 

position and velocity update equations can be stated as follows: 

 

                      (            )        (            )   

                                                                                                                                 (2.6) 

                                                                                                       (2.7) 

 

where     and     are, respectively, the position and velocity of the     particle. 

(  ,    are learning factors, and          are two different random numbers uniformly 

distributed between 0 and 1.     is the best position of the     particle, and     is the 

global best position.   is the iteration index, and   is the inertia weight [19]. There is 

a lot of literature in WSN that uses PSO algorithm to solve problems in these 

networks as in [5], [12], [20]. 
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2.3 Graph Partitioning Technique 

Graph partitioning technique (GPT) has attracted the interest of many researchers 

in various fields due to its wide range of application. GPT is nondeterministic 

polynomial-time complete problem (NP-complete problem) [25]. Hence, no 

algorithm can solve this problem in polynomial time, and thus, it is approximately 

solved. 

 

The basic idea of this algorithm is as follows: giving an undirected weight graph 

       , where   is the set of vertices (here represent the TO sensor nodes), and 

  is the set of edges. The edges,  , represent the presence of a LOS path between 

two TO sensor nodes, and their weight is determined by the distance between these 

two TO sensor nodes. If the number of vertices (number of TO sensor nodes) is 

       and the number of edges is      , the TO sensor nodes can be divided 

into   -groups, which form a set of non-overlapping partitions                 , 

i.e.,         and                  [25], where   is the set of non-

overlapping partitions. 

 

The cost (weight) of the edges in the work is inversely proportional to the 

distances among endpoints. Also, the objective of the GPT is to partition the vertices 

into  -partitions and simultaneously reduce the number of edges that have endpoints 

in multiple partitions (aka edge-cut) [25]. 

 

When applying the GPT method to WSNs, the algorithm works as follows: the 

nodes in the target field are split into  -partitions by cutting the edges that have low 

cost (weight) between partitions, minimizing the number of edges that have 



16 
 

endpoints in different groups (edge-cuts), and maximizing the aggregate of all edge 

weights in the same partition [26].  

 

The definition of cut technique between two subgroups A and B is depicted in 

[26], [27] as follows: 

 

        =∑                                                                                                      (2.8) 

  

where      is the cost of the edge between node   and node  . The aggregate of all 

edge weights in group A is represent by             . The goal is to minimize 

         and maximize      and      simultaneously (the min-max partitioning 

principle), which can be achieved by minimizing the following objective function 

(aka min-max cut function) [26]: 

 

    =
        

    
 

        

    
                                                                                          (2.9) 

 

where      is the min-max function. Figure 2.2 shows a simple example of GPT, 

where the circles represent the vertices (TO sensor nodes) and the blue dotted lines 

represent the undirected edges between endpoints. The red dashed line represents the 

cut line of the edges to create two groups. 
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Figure 2.2. An example of a graph partitioning problem. 

 

 

The L-bounded GPT in which all partitions have equal number of TO sensors 

(i.e., equal size) is considered to be a perfectly balanced. It is defined as   
 

 
  (i.e., 

the output of  
 

 
 is without any remainder). However, when the partitions are not of 

equal size (i.e., the output of  
 

 
  with remainder), it has an   percentage of imbalance, 

  ,      
 

 
- [25], [28]. This thesis seeks to obtain an approximately equal 

number of sensor nodes in each group to ensure a balance in the energy consumption 

of the groups. 

 

2.4 K-means Clustering 

'k-means' is an unsupervised machine learning technique that is mainly used for 

grouping unlabeled data, which makes it a suitable choice for solving the problem 
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under consideration. The concept of clustering is usually used to facilitate network 

operation, where the network is divided into a number of clusters based on the 

physical distance between TO sensor nodes. Clustering is a popular technique that 

can be used to reduce the communication distance between the sensor nodes 

(transmitter) and the corresponding CH (receiver), and reduce the energy 

consumption of the sensor nodes [29]. In addition, clustering reduces communication 

overhead, reinforces resource utilization, and scalability where sensor nodes can 

enter or depart the cluster without impacting the whole network [29].  

 

Here, the 'k-means clustering algorithm' was used to split the sensor nodes in the 

network area into  -groups based on their Euclidian distance from the centroid 

nodes, each group contains a random number of sensor nodes. Thus, there is a   

centroids, one for each cluster. The equation of the target function is defined as [29]: 

 

  ∑ ∑ ‖  
 
   ‖

 
 
   

 
                                                                                        (2.10) 

 

where ‖ ‖  is the 2-norm operator,    is the two-dimensional location of     sensor 

node,    is the two-dimensional location of the     centroid node,   is the number of 

the sensor nodes in the network, and   is the number of clusters.  

 

2.5 Literature Review 

Many researchers have focused on WSNs to extend the network lifetime due to 

wide applications. Therefore, in order to improve energy efficiency and to prolong 
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the lifetime of the network, they have worked to reduce the energy consumption of 

the network. Some of the related published papers are summarized as follows: 

 

W. R. Heinzelman, et al. in 2000 [15]: The authors proposed Low-Energy 

Adaptive Clustering Hierarchy (LEACH) to minimize energy consumption of the 

network. LEACH is a clustering-based protocol that uses random rotation of cluster 

heads to evenly distribute the energy load between sensor nodes in the field.  

This protocol contains two phases, one is called set-up phase and the other is 

called steady-state phase. In the set-up phase, CHs selection and clusters’ formation 

tasks are performed, while in the steady-state phase, the CHs aggregate the data from 

sensor nodes and forward it to BS. These phases are repeated during regular time 

intervals to rotate role of CH between all sensor nodes and re-clustering to balance 

the network load. LEACH does not take into account the remaining energy of the 

sensor nodes when they are selected to be CHs (i.e. each sensor nodes have equal 

probability to become CH). 

Simulation results demonstrate that LEACH protocol can achieve up to 8 factor 

reduction in energy dissipation compared to traditional routing protocols. It is able to 

evenly distribute energy dissipation in the network, and doubling the network 

lifetime. 

 

W. B. Heinzelman, et al. in 2002 [30]: In this paper, the authors aim to improve 

the performance of LEACH, by protocol called LEACH-Centralized (LEACH-C). In 

the set-up phase, all sensor nodes transmit information about their locations and 

energy levels to the BS. The BS utilizes these information to find a predetermined 

number of CHs and forms clusters. Then, BS sends a message that contains the 
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cluster head ID with their TDMA schedules for all sensor nodes. The steady-state 

phase of LEACH-C is similar to LEACH protocol. Simulations show that LEACH-C 

protocol is better than LEACH protocol in terms of the network lifetime. 

 

N. M. Abdul Latiff, et al. in 2007 [20]: Their proposed protocol has been 

compared with LEACH and LEACH-C and showed better results in terms of 

network lifetime and data delivery at the BS. The proposed approach is based on the 

energy aware cluster-based protocol to minimize energy consumption of the network, 

using PSO algorithm.  

The main objective of this paper is to determine the CH that can reduce the intra 

cluster distance between it and its sensor nodes, and optimize energy management in 

the network. Each sensor node transmits its information regarding location and 

current residual energy to the BS. The BS in turn calculates the average energy of all 

sensor nodes. To make sure that only sensor nodes with enough energy are chosen as 

CHs. After that, the PSO algorithm in turn clusters the sensor nodes and select the 

best number of CHs that minimized the cost function. The BS sends the information 

about the ID of the CHs for each sensor nodes. 

 

E. Natalizio, et al. in 2008 [18]: Proposed a mathematical model to maximize 

path lifetime by determine the optimal placement of the sensor nodes on a single data 

flow in WSNs. These sensor nodes are located between source and destination that 

have previously determined their location. The placement selection of the sensor 

nodes depends on the residual energies of the sensor nodes.  

In this paper, the results do not show any specific correlation between the path 

length and the lifetime. The longer path will contain more sensor nodes than a shorter 



21 
 

path. The proposed approach (energy spaced) is compared with another two 

approaches, first, random, and second, evenly spaced placement of the sensor nodes 

along the path between the source and the destination. It was observed that the 

proposed approach was the best of the other two approaches in term of the path 

lifetime.  

 

S. Babaie, et al. in 2010 [2]: The main aim of this paper is to minimize the 

energy consumption by proposing Clustering approach based on Cluster head using 

Genetic Algorithm (CCGA). Initially, they choose k cluster heads from the sensor 

nodes according to some parameters, and the remaining sensor nodes become 

members of the closest CH (i.e. create clusters). There are several constraints that 

must be used in order to get the optimal CHs, and divided the network into clusters. 

Thus, this is done using the Genetic Algorithm (GA) to find the optimal solutions. 

Therefore, the constraints that determine the selection of the CHs and clustering the 

network are:  

 The distance of the CHs should not be close to each other, rather the distance 

between them should be reasonable. If the distance is not reasonable, the 

member nodes of each CH is not equal. Hence, this leads to the CHs with 

largest number of member nodes to lose their energy prematurely. 

 Number of cluster member (number of the sensor nodes associated to each CH 

to form clusters), this constraint depends on the first constraint. Thus, 

regulating the previous constraint leads to an approximately equal number of 

cluster members. 

 The last constraint is the distance between the sensor nodes and their CHs. 

This constraint is considered one of the most important constraints, as it 
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specifies the sensor nodes that have a minimum distance for the CH from 

other CHs. In addition, the total internal distance of the cluster is the minimum 

for each of the cluster members to their CH.  

Simulation results show that the proposed CCGA algorithm produces better 

clusters and extend the network lifetime. 

 

S. Ebadi, et al. in 2010 [13]: In this paper, the authors proposed an algorithm to 

prolong the lifetime and minimize the energy consumption of the WSNs. They 

propose the hierarchical and multi-hop clustering algorithm. This algorithm seeks to 

divide the network into clusters and assign two CHs for each cluster, one is called 

low level CH and the other is called high level CH. The low level CHs is responsible 

for collecting, aggregating, and sending data to the high level CH. The high level 

CHs are responsible for receiving data from the low level CHs and sending it to 

another high level CHs or to the base station, where the communication process 

among CHs and the BS is in multi-hop. Whereas the communication between the 

sensor nodes and their CHs is in single-hop. Simulation results showed that the 

proposed algorithm is the best in terms of network lifetime compared to LEACH 

protocol by more than 28%. 

 

S. E. Khediri, et al. in 2014 [31]: The authors worked to Optimize Low Energy 

Adaptive Clustering Hierarchy (O-LEACH) by selecting the cluster according to the 

remaining energies of the sensor nodes dynamically. Their proposed algorithm was 

compared to LEACH and LEACH-C, and showed to be the best in terms of stability 

of the network. Therefore, the stability of the network is that the proposed system 

keeps its sensor nodes alive as long as possible than LEACH and LEACH-C (the 
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network is called stable network, when all sensor nodes are alive). Hence, the 

selection of the CHs among the sensor nodes is based on the residual energy after 

each round. 

 

V. Pal, et al. in 2015 [32]: The authors proposed the clustering algorithm by 

determining a head for each cluster and optimize the number of the CHs using 

genetic algorithm. The authors proposed switching the role of the CHs between the 

sensor nodes. They compared their proposed work (LEACH-GA) with LEACH and 

LEACH-C protocol, LEACH-GA works to optimize number and selection of the 

CHs. Thus, they found that the LEACH-GA is the best in terms of the first node 

death and half node death.  

 

V. Pal, et al. in 2015 [33]: The authors proposed a clustering approach for 

extending network lifetime by balancing cluster size using thresholds, that used 

initially in cluster configuration in each round. Two thresholds are used in such 

approach:           which represents the number of sensor nodes in clusters, and 

           (distance threshold) that represents the maximum distances between the 

CH and the un-clustered sensor nodes (i.e. when the distance between un-clustered 

sensor node and the CH is less than            , this sensor node joins the cluster). 

           is determined initially and its value remains constant in all rounds, 

while           changes its value at each round according to the number of 

remaining live nodes in each round.           is calculated as the number of active 

sensor nodes divided by the number of CHs, whereas            is determined by the 

trade-off between the total cluster distance and cluster size to obtain the best cluster 

quality. CH forms the TDMA schedule and send it to its cluster members. Hence, 
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each sensor node has a time slot to send its sensed data to corresponding CH and 

remain in sleep state otherwise, i.e. in the rest of the time slots. The results 

demonstrate that the proposed clustering approach is better in terms of network 

lifetime and has a lower rate of expired sensor nodes compared to the traditional 

clustering approach. 

  

M. Aldeer, et al. in 2016 [17]: In this paper, the authors proposed a new model to 

increase network lifetime and reduce energy consumption in the network, by 

clustering the static TO sensor nodes into clusters. Moreover, it involves determining 

the optimal location of the CH within each cluster, which reduces the energy 

consumption of TO sensor nodes and the CHs. Therefore, they reduced the energy 

consumed by the network as a whole, through minimizing the energy dissipated by 

TO sensor nodes and the CHs. The optimization problem is solved by minimizing the 

total distance between the CH and its sensor node as well as minimizing the distance 

between CH and the BS. They compared the proposed model with two other models 

in two scenarios, in each scenario, the proposed model outperforms the other two 

models in term of the network lifetime. 

 

J. Wang, et al. in 2016 [34]: The Energy-balanced Unequal Clustering Routing 

(EUCRP) algorithm is proposed to balance the energy consumption of the network. 

The aim of the proposed algorithm is to divided the network into clusters using non-

uniform clustering approach. Thus, creating shortest path tree to find the best multi-

hop transmission paths to achieve efficient data transmission between the sensor 

nodes and the base station. The selection of the CHs in the proposed algorithm 

depends on the density of the sensor nodes in the target field, the residual energies, 
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and the distances between the sensor nodes and the BS. Simulation results show that 

the EUCRP can efficiently balance the energy consumption of the sensor nodes, 

reducing the speed of the death of the sensor nodes, and extend the lifetime of the 

network.  

 

A. John, et al. in 2017 [35]: Energy Saving Cluster Head Selection (ESCHS) 

method are proposed in this paper to improve network lifetime, by using of the 

notion of uniform clustering to form clusters and residual energy of the sensor node 

to select the CH in each cluster. The sensor nodes with higher residual energies than 

the average residual energies of their corresponding clusters are selected as CHs. The 

number of clusters are decided initially. They calculate the mid points by calculating 

the central point and the average distance between the central point and all sensor 

nodes. Thus, clusters are formed according to the distance between the sensor nodes 

and each mid point, where the sensor node with a minimum distance to a certain mid 

point, the sensor node belongs to that cluster. The ESCHS is compared with LEACH 

and D-LEACH algorithms. The results showed that the ESCHS is the best in terms of 

the rate of the residual energy of the sensor nodes in each round (energy saving) and 

of the first sensor node died. 

 

M. Aldeer, et al. in 2019 [9]: In this work, the authors proposed to increasing the 

lifetime of the network (reduce energy consumption), and maintaining network 

coverage. The sensor nodes are randomly distributed and are static while the CH is 

moving among the sensor nodes in the monitoring field. The position of the CH 

changes with each round as the CH tends to be located near a sensor node that has 

less residual energy than the rest of the sensor nodes in the monitoring field. The 
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optimization problems are solved by maximizing the total residual energies of the 

sensor nodes and the CH in each round. 

 

P. Zhuojin, et al. in 2019 [36]: The researchers proposed an algorithm to 

minimize energy consumption of the sensor nodes in WSNs. They divided the 

network into four groups such that each group contains an equal number of sensor 

nodes. In this work, the authors proposed an Energy Efficient Sleep-Scheduled Tree-

Based Routing Protocol (EESSTBRP) that corrects the formation of the chain in 

PEGASIS. 

 In [37] they proposed an improved PEGASIS protocol (Power-Efficient 

Gathering in Sensor Information Systems) to improve the lifetime of the sensor 

nodes in the network. In PEGASIS protocol, a chain is created to connect all sensor 

nodes with each other using the greedy algorithm, where the data is sent along the 

chain until reaching the chain leader. The chain leader in turn collects the data and 

sends it to the BS.  

In EESSTBRP protocol, they assumed that every two adjacent sensor nodes at a 

certain distance sense similar data from the target field, and thus they make these two 

sensor nodes work alternately, to prevent data duplication. These sensor nodes are 

called paired nodes. All sensor nodes that do not have adjacent sensors are assigned 

with an active mode throughout the rounds until they are dead, while the paired 

sensor nodes are switched between active and sleep modes during rounds until they 

are dead. 

The CH selection in each round is based on the weight value that is based on the 

residual energy of the active nodes and its distance to the BS. Therefore, they build a 

minimum spanning tree for each group, where the roots are represented by the CHs. 
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This procedure is done by using prim's algorithm. The child active node transmits its 

sensed data and residual energy data to its parent node. The parent node will collect 

the received data and its sensed data in addition to its remaining energy. This 

procedure is done throughout the tree, until data is received by the CH nodes. 

Therefore, the CH node in turn sends its information and the received aggregate data 

to the BS. 

 

T. J. Swamy, et al. in 2019 [38]: An Energy Efficient Leveling Protocol (EELP) 

is proposed to ensure communication security, reduce message delay and maintain 

energy efficiency in military communications. The optimization problem is solved by 

selecting the optimal CH and determining the sensor node location in WSNs. The 

network is divided into clusters and each cluster is headed by a CH. Among CHs, 

some are important and others are normal. The important CHs are responsible for 

transferring data between the BS and other CHs. These important CHs are identified 

by reducing their depth from the BS by minimizing the number of hops. The 

proposed EELP protocol are compared with the LEACH and HEED protocols. The 

simulation results show that the proposed approach increases the network lifetime, 

providing secure data compared to LEACH and HEED protocols. 

 

M. Zivkovic, et al. in 2020 [39]: The authors proposed an improved version of 

the firefly algorithm (IFA) to extend the lifetime of the network and reduce power 

consumption by dividing the network into clusters and determine the optimal CH for 

each cluster. Their proposed approach took two things into consideration when 

dividing the network into clusters, the first is the energy consumed during the 

transmission process from the sensor nodes to the corresponding CH, and the second 
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is the energy consumed by the CH to collect data and send it to the BS. The proposed 

approach (LEACH-IFA) was compared with LEACH, LEACH-PSO, and LEACH-

FA, which were conducted for the same network infrastructure. Simulation results 

proved that LEACH-IFA is the best in terms of the death of the first sensor node, the 

death of half of the sensor nodes and the death of all sensor nodes, as well as in terms 

of the number of data packets sent to the BS for a certain number of iterations. 

 

J. Singh, et al. in 2021 [40]: The authors proposed a clustering approach to 

obtain uniform size clusters (USCs) and reduce the intra-cluster communication 

distance, hence increasing the lifetime of the network. They compared their proposed 

approach (LEACH-USCs) with [30], [33] in terms of the number of sensor nodes in 

each cluster, the intra-cluster distance, and the lifetime of the network (in terms of 

first node death, half node death, and last node death). The selection of the CHs is 

similar to [30], [33] after which the formation of clusters begins, as the sensor nodes 

join the nearest CH. Each cluster after this step contains a different number of sensor 

nodes. Then the cluster refurbishes phase beginning, as the sensor nodes of large 

clusters try to join to other clusters based on the second best choice CH. Simulation 

results show that the LEACH-USCs outperforms the comparative methods. 

 

In this thesis, two cases are discussed. The first proposed case aims to schedule 

the operation of the TO sensor nodes in each cluster to reduce energy consumption 

and prevent data redundancy. The sensor nodes are divided into   clusters using k-

means clustering algorithm, and then one TO sensor node from each cluster is 

selected to represent its corresponding cluster. In addition, the optimal location of the 

CH is determined using PSO algorithm, such that it is closer to the sensor node that 
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has lower initial energy than the rest of the sensor nodes to reduce the energy 

consumed in this sensor node during transmission. Most of the literature discusses 

flat, obstacle-free environments that may impede the communication links between 

sensor nodes and the CH in the network. In the second proposed case, the work is 

interested in optimizing the location of the CHs in environments where an obstacles 

can block the direct communication link between the TO sensor nodes and their 

corresponding CHs as well as extend the lifetime of this WSNs. For this purpose, the 

network divided into   partitions using GPT. Further, identify the location of the CH 

within each group to facilitate LOS communication between the TO sensor nodes 

and their CHs, and increasing the lifetime of the sensor nodes, as well as the entire 

network. This optimization problem can be solved using PSO algorithm to determine 

the optimal location of the CH within its partition. 

 

2.6 Summary 

This chapter presents a brief overview of the techniques that have been used in 

this work to facilitate and find the best solutions to the problem of improving the 

energy efficiency of WSNs. PSO algorithm is used to determine the optimal location 

of the CHs in the network, whereas k-means and GPT are used for splitting the TO 

sensor nodes into k-groups in the first and second cases, respectively. Previous 

literature discussing reducing energy consumption in WSNs and extending network 

lifetime has been reviewed. 
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Chapter Three 

3. Simulation and Results of the First Case 

3.1 Introduction 

This chapter involves explaining the network and the mathematical models of the 

first case. It also presents simulation results of five scenarios, and compares the 

results of proposed model with two other models in terms of the network lifetime. 

 

3.2 System Model 

This section shows the structure of the WSN for the first case, including the 

method of distribution of TO sensor nodes, optimal location of the CH, statement and 

clarification of the three models, comprising the proposed model. In addition, the 

mathematical model (energy model) of the first case is shown. They are described as 

the following: 

 

3.2.1 Network Model 

This work considers a network model with   transmit-only sensor nodes that is 

randomly distributed in an     observer field with one CH that has large energy 

(i.e. the energy of the CH is not constrained) and a single stationary BS. The results 

of three models are compared in terms of the network lifetime. The location of the 

CH varies among the three models. It is assumed that the amount of energy 

consumed by TO sensor nodes is proportional to the distances between TO sensor 
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nodes and the CH. The location of a CH within the monitoring field have been 

determined in these three models  as follows.  

 

 First model: In this model, the CH location is obtained by using the concept 

of the geometric mean (GM), where the coordinates of TO sensor nodes are 

used to determine the location of the CH. The coordinates of the CH can be 

determined as follows [41]: 

 

         √             
 

                                                                    (3.1) 

 

    √             
 

                                                                   (3.2) 

 

where             are the locations of TO sensor nodes in two dimensional 

spaces, and          are the locations of the CH within two dimensional 

observer fields. Figure 3.1 shows the structure of the first network model in 

50 50    observing field, where the blue circles represent a 50 transmit-

only sensor nodes that are distributed in the monitoring field. The black star 

represents the location of the CH within the target field using the concept of 

geometric mean. 
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 Second model: The location of the CH is similar to the concept that was used 

to find the location of the CHs in [17]. This model reduces the total distances 

between TO sensor nodes and the CH to reduce the energy consumption in 

the monitoring field to increase the network lifetime. 

  

Figure 3.2 shows the network construction of the second model, showing 

the location of the CH in the monitoring field. 

 

 

 

 

 

 

Figure 3.1. The first model of the first case. 
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 Proposed model: In this model, the sensing field is divided into   clusters 

according to the distances among TO sensor nodes using k-means clustering 

algorithm. Each cluster has unequal number of TO sensor nodes. This work 

assume that each cluster covers a specific area of the target field, and the 

sensed information are highly correlated (i.e., the sensed data of the sensor 

nodes in each cluster are the same). The aim is to prevent the transmission of 

redundant sensed data that are received from each cluster and to improve the 

energy efficiency of the network. The centroid node is selected in each cluster 

to represent its corresponding cluster and sense the corresponding part of the 

field. It is also assumed that the centroid node has the accumulated energy of 

 

 

Figure 3.2. The second model of the first case. 
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all TO sensor nodes on its cluster, so the energy of the centroid nodes are 

unequal based on the number of TO sensor nodes in each cluster.  

 

The case of a single CH that is not constrained (i.e. has large amount of 

energy) is considered. Finding the optimal location of the CH in the target 

field has been done using PSO algorithm, where the optimal location is near-

by the sensor nodes that have low amount of energy (i.e. close to the cluster 

that has low number of TO sensor nodes). The CH receives sensing data from 

the centroid nodes, then forwards them to a base station. 

  

Figure 3.3 shows the division of 50 transmit-only sensor nodes in 50 50 

   observer field of the proposed model when the number of clusters is ten. 

The proposed model is not affected by the number of sensor nodes and the 

network dimensions, because the network infrastructures are the same for the 

three models. The circles represent the TO sensor nodes that are randomly 

distributed in the observer field, where each color of the circles representing 

a particular cluster. The centroid nodes of each cluster are represented by the 

pink stars, and the optimal location of the CH is represented by the black star.  
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In fact, the locations of the CHs in the three models are different, as 

shown in the three figures above, where the position of the CH in the first 

model is (18.36, 16.4), the position of the CH in the second model is (25.4, 

23.68), and the location of the CH in the proposed model is (23.4, 26.86).  

 

3.2.2 Mathematical Model 

Giving the observed field, and assuming that there are k clusters, the amount of 

energy dissipated by the      centroid node as a transmitter       for transmitting p-

 

 

Figure 3.3. The proposed network model of the first case. 
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bits of data packet is as in Equation 2.1, but is divided by the number of TO sensor 

nodes in each cluster. It is given as follows: 

 

      
 

  
 (      

 
)                                                                                         (3.3) 

 

where j=1,2,….,  .   is the number of clusters or the number of centroid nodes in the 

observer field.    is the number of TO sensor nodes in the     cluster.    is the 

Euclidian distances between the     centroid node and the CH, and it is given as 

follows: 

 

   √                                                                                         (3.4) 

 

where the pairs (        )                are the two-dimensional locations of the 

    centroid node and the CH, respectively. The amount of energy dissipated by a CH 

as a receiver      for receiving p-bits of data packet from all centroid nodes is as in 

Equation 2.2, which is given by: 

 

                                                                                                                    (3.5) 

 

The total energy consumed by all centroid nodes in the observer field for 

transmitting the sensing data,      , is given as: 

 

      ∑
 

  
(      

 
)   

                                                                                  (3.6) 
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The CH consumes energy as a receiver and a transmitter, so the total energy 

consumed by CH,      , is the sum of the total energy consumed by CH as receiver 

and transmitter, which is represents as follows: 

  

                          (      
 
)                                             (3.7) 

 

where    is the Euclidian distance between the CH and the BS. The number of 

clusters affects the proposed model in term of the network lifetime, so when the 

number of clusters is ten, it is better than if it was a large number because the energy 

consumed during transmission and reception changes according to the number of 

clusters. In other words, the energy consumption changes according to the number of 

transmitted and received bits of sensed data, which depends on the number of 

clusters (number of the centroid nodes). This work takes the number of clusters nine 

and not less than that because when the number of clusters is taken less than nine, 

clusters are formed in large areas and this may not achieve the assumption, that each 

group of sensor nodes are sensed  similar data from their part. Therefore, the number 

of clusters is greater than eight was taken to achieve the assumption, as well as to 

ensure good coverage of the network. 

  

In this model, the optimal location of the CH is near the cluster that has low 

number of TO sensor nodes (i.e. near by the centroid node that has low energy). 

Also, in order to conserve the energy source of the centroid node which has less 

energy, the distance between this centroid node and the CH can be reduced. For this 

purpose, the PSO algorithm is used to select the optimal location of the CH, which 

reduces the energy consumption for these centroid nodes, and minimizes the energy 
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consumption of the entire network. Since the energy consumed by the CH is already 

reduced by reducing the number of TO sensor nodes that operating and thus reducing 

the number of bits received at the CH, as well as reducing the number of bits that the 

CH will send to the BS. So this work assumes that the CH has a high potential (the 

CH has a large energy). 

 

The total energy consumed for the entire observer field in each round is the sum 

of Equations 3.6 and 3.7, which is presented as follows:  

 

      ∑
 

  
(      

 
)   

              (      
 
)                                  (3.8) 

                                          

where        is the total energy consumed in the whole network. Equation 3.8 

contains two terms: the first term is the total energy consumed by the centroid nodes 

to transmit the sensed data to the CH, and the second term is the energy consumed by 

the CH to receive the sensed data from all the centroid nodes and then send it to the 

BS. Due to the large amount of energy associated with the CH compared to the 

energy associated with TO sensor nodes, the amount of energy consumed by the CH 

can be discarded from the Equation 3.8. Mathematically, the energy minimization 

problem can be formulated as follows, to get the optimal location for the CH: 

 

                           
{ ∑

 

  
(      

 
)   

   }                                   (3.9)                        

                           s.t.     0           M 
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where the pair                 is the optimal two-dimensional location of the CH. 

The location of the CH must be restricted within     monitoring field. 

 

3.3 Simulation and Results  

Five scenarios are considered, in each scenario, the proposed model was 

compared with two other models for different values of  , and their results have been 

compared. In each scenario, the results of the proposed model are compared with two 

other models in terms of the number of rounds (network lifetime). The difference in 

the scenarios is the number of clusters in the proposed model. All models have the 

same way of distributing TO sensor nodes in the observer field. The first and second 

models are not clustering, while the proposed model is clustering using k-means 

clustering algorithm. The difference between the models lies in the method of 

determining the CH location. The simulation parameters are summarized in Table 

3.1. The 50 50    observer field with 50 transmit-only sensor nodes that are 

randomly distributed in the observer field, a single CH with high energy, and one BS 

is placed at the edge of the target field are the components of the WSN. The location 

of the BS affects the energy consumption in the CH, as the energy consumed in the 

CH is proportional to the transmitting distance between it and the BS. The iterations 

continue until the first TO sensor node in the observer field consumes all its energy 

and dies.  
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Table 3.1. Simulation parameters. 

Parameter value 

Observer area (M*M) (50*50)    

Network size 50 nodes 

Path loss exponent (   2 

    50        

  100           ) 

Initial energy of each sensor (    5   

Packet size(P) 1000     

Simulation round 100000 

Base station location (x, y) (25,50) 

Communication radius 35   

 

 

All  models are simulated using MATLAB software. These scenarios discuss the 

number of rounds (network lifetime) until the energy of the first TO sensor node in 

the observer field is expired. The TO sensor nodes consume a specific amount of 

energy in each round as transmitter. Thus, the energy of the TO sensor nodes is 

decreased in each round.  

 

Figure 3.4 shows the performance of the first scenario in term of the number of 

rounds, where the proposed model is compared with two other models in which the 

number of clusters in the proposed model are nine. In the first scenario, it is noticed 

that the proposed model is better than the other two models. Thus, the results 
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demonstrate that the proposed model increased in the first scenario about eight times 

over the first model and five times over the second model.  

 

 

 

 

 

 

 

 

 

 

 

 

 

In general, all scenarios are the same as the first scenario, but the number of 

clusters is different in the proposed model, whereas the first and second models have 

the same results in all scenarios. Figure 3.5 shows the performance of the second 

scenario when the number of clusters are ten. The results of this scenario show that 

the proposed model increased by almost seven and four times over the first and 

second models, respectively.  

 

 

 

 

Figure 3.4. The number of rounds of the first scenario when  =9. 
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Figure 3.6 shows the results of the third scenario when the number of clusters of 

the proposed model are eleven. Thus, the proposed model outperforms the other two 

models in terms of the number of rounds (network lifetime), due to the reduction in 

the transmitting and receiving energy consumption of the TO sensor nodes, and the 

CH in each rounds. Therefore, the proposed model increased by about six times over 

the first model and three times over the second model. 

 

 

 

 

 

 

 

Figure 3.5. The number of rounds of the second scenario when  =10. 
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The fourth scenario discusses the number of rounds when the number of clusters 

in the proposed model are twelve as shown in Figure 3.7. The results showed that the 

proposed model is better than the other two models, and therefore the proposed 

model increased about five and three times over the first and second models, 

respectively. 

 

 

 

 

 

 

 

 

 

Figure 3.6. The number of rounds of the third scenario when  =11. 
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However, as the number of clusters increases in the proposed model, the number 

of rounds (network lifetime) gradually decreases, as in the fifth scenario depicted in 

Figure 3.8. The lifetime of the proposed model decreases from that of the second 

model when the number of clusters is 45. The reason for this behavior can be seen 

from Equations 3.8 and 3.9, where the total consumed energy relates to the number 

of clusters, and, thus, as the number of cluster increases the consumed energy 

increases as well. In other words, the proposed model outperforms the other two 

compared models when the number of clusters is small related to the number of 

sensor nodes in the field (i.e. when k/G is small). 

 

 

 

 

Figure 3.7. The number of rounds of the fourth scenario when  =12. 
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The results show that the energy consumption in the TO sensor nodes as 

transmitter and the energy consumed in the CH as receiver and transmitter are 

minimized. Since instead of receiving sensing data from all TO sensor nodes it will 

only receive sensing data from the centroid nodes and send it to BS. This work notes 

that the proposed model is better if the number of clusters is relatively small. 

 

3.4 summary 

In this chapter, the first proposed case is discussed, where the goal is extend the 

network lifetime and minimize the energy consumption of the observer field. This 

goal is achieved by reducing the number of operating TO sensor nodes by splitting 

the network into   clusters and determine one sensor nodes from each cluster to 

 

 

Figure 3.8. The number of rounds of the fifth scenario when  =45. 
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represent its corresponding cluster. In addition, the optimal location of the CH is 

determined within the target field that reduces the energy consumption of the TO 

sensor nodes, thus reduces the energy consumption of the CH, and thus, reduces the 

energy consumption of the whole network. The presence of obstacles in the 

monitoring environment caused a gape in the first proposed case, forcing work to 

address the presence of obstacles that may hinder direct communication links 

between the network components, which will be presented in the next chapter. 
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Chapter Four 

4. Simulation and Results of the Second Case 

4.1 Introduction 

This chapter discusses the second proposed case that deals with the presence of 

obstacles in the monitoring field that may hinder the communication links between 

the sensor nodes and the CHs in the network. This work discusses the proposed case 

for solving the problem of power optimization of WSNs, introducing the system 

models (network model and mathematical model), building a simulation 

environment, and evaluating the generated results in a similar manner to that 

introduced in the previous chapter. Two scenarios are discussed in this chapter, in 

each scenario the proposed model is compared with a heuristic model in terms of the 

minimum network lifetime and the lifetime difference between the maximum 

lifetime and the minimum lifetime of the network groups. 

 

4.2 System Model 

This section provides an explanation of the structure of the wireless sensor 

network (network models) that includes the proposed model, the heuristic model and 

the mathematical formulation of the second case. 

 

4.2.1 Network Model 

This work considers a network model with stationary TO sensor nodes that are 

distributed randomly in two-dimensional monitoring field (   ). Hence, random 
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deployment is a simple way to deploy TO sensor nodes, but it may result in 

unbalanced deployment [42]. In addition, there are obstacles in the target field that 

may block the communication link between TO sensor nodes and the CHs in the 

network. Therefore, the observer field is divided into two groups and one CH is 

allocated for each group to receive data from its TO sensor nodes and forward them 

to an out-of-field BS. The reason for this nodes grouping is to guarantee a LOS link 

between each TO sensor nodes and the CH in the presence of field obstacles that may 

hinder the TO-CH communications. 

 

Two scenarios are considered in this chapter:  

o The first scenario: when the energy of the CH is not constrained (i.e., the 

CH has sufficient source of energy and has high potential). 

o The second scenario: when the energy of the CH is constrained (i.e., the 

CH has limited energy).  

 

In the latter scenario, the energy consumed by the CH affects the network lifetime 

and the optimal location of the CH. In each scenario, the proposed model is 

compared with another heuristic (or a Naïve) model, where there is no intelligence 

involved in the solution when splitting the sensor nodes into groups. The two models 

are described as follow: 

  

 Heuristic model: the presence of the obstacles and the knowledge of their 

locations may suggest that the process of splitting the TO sensor nodes can be 

done by using the coordinates of the obstacles, where the sensor nodes under 

the obstacles are in the first group and the rest are within the second group as 
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shown in Figure 4.1 which appears later in this chapter. With this model, 

determining the location of the CH in each group considers the presence of a 

LOS path between the CH and its sensor nodes and reduces the energy 

consumption in each group. This is achieved using PSO algorithm. However, 

this partitioning leads to a large difference in the consumed energy between 

the two groups due to the non-optimal partitioning of the TO sensor nodes 

between the two groups. This makes the group with the larger number of TO 

sensor nodes depletes its energy faster than the other group, and thus the 

network lifetime expires as well.  

 

 Proposed model: in this model, the sensing field is divided into two groups 

using GPT. Initially, a LOS paths are found among TO sensor nodes and then 

create an     binary matrix of 0’s and 1’s to indicate the presence (1) and 

absence (0) of the LOS path between every two sensor nodes in the observer 

field. In other words, an entry of 1 means the presence of an edge between the 

two sensor nodes, and an entry of 0 means there is no edge between the two 

sensor nodes. The distances between TO sensor nodes is taken into account 

when GPT is used to compute the cost (weight) of each edge. So, when the 

distance between two TO sensor nodes is small, the edge cost is large and it is 

difficult to cut it. Meanwhile, when the distance is large, the edge cost is 

small and it is easy to cut it. This is achieved by dividing (element-wise)  the 

0-1 matrix by the distance matrix, where     distance matrix represents 

the distance between each two TO sensor nodes. Finally, the optimal location 

of the CHs is determined using the PSO algorithm by minimizing the number 

of TO sensor nodes that do not have LOS with the CH, as well as minimizing 
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the total energy consumption in each group by minimizing the total distance 

between each CH and corresponding TO sensor nodes.  

 

4.2.2  Mathematical Model 

The total energy consumed by all TO sensor nodes in the     group to transmit p-

bits of data packet to the     CH,      is the sum of the dissipated energy of the 

individual nodes, which was given in Equation 2.1. Mathematically, this can be 

stated as follows: 

 

     ∑ (       
 
)  

  

   
                                                                                     (4.1) 

 

where     is the Euclidian distance between the     transmit-only sensor node and the  

    cluster head, and     is the number of the TO sensor nodes in the     group.  

 

The CH consumes energy as a receiver and a transmitter. Thus, the total energy 

consumed by the     cluster head is for receiving p-bits of data packet from the TO 

sensor nodes and transmitting them to the BS,     . Using Equations 2.1 and 2.2,  

     can be modeled as follows:  

 

               (      
 
)                                                                         (4.2) 

 

where    is the Euclidian distance between the     cluster head and the BS. The total 

energy,      ,  dissipated in the     group by the TO sensor nodes and its CH is the 

sum of Equations 4.1 and 4.2, which is given as follows: 



51 
 

       ∑ (       
 
)  

  

   
            (      

 
)                                     (4.3) 

 

This work finds the optimal location of the CHs by minimizing the number of TO 

sensor nodes that do not have LOS with their CH. In addition, it aims to minimize 

the total energy consumed by transmitting and receiving data in each group.  

 

Two scenarios have been considered here. In the first scenario, as the aim is to 

minimize the total energy in the target group, the energy consumed by the CH is not 

considered when determining the optimal location of the CH in the target group. This 

is because the CH has high potential (high energy) and the amount of energy it 

consumes does not affect its lifetime. Thus, this work only minimizes the total 

energy consumed by the TO sensor nodes in each group when determining the 

optimal position of the CH using PSO algorithm. Mathematically, the minimization 

problem for finding the location of the     cluster head in the first scenario is 

formulated as follows:  

 

                               
, ∑  (       

 
)             

  

   
  -        (4.4)   

s.t.                      

                                                                                                    

where                 ) is the optimal location of the     CH in the     group. 

      ) is an indication function that represents the absence of LOS between the CH 

and the     transmit-only sensor node. The absence of this part of the above equation 

results in a large number of TO sensor nodes that are not connected to their 

corresponding CH, due to the absence of LOS among them.   is a trade-off factor 

that is used to increase the cost of the TO sensor nodes that do not have LOS with 
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their CH. The constraint indicates that the location of the CH must be within the 

    observing field. The process of determining whether the LOS is present or 

not between endpoints is presented in Appendix A of this thesis.  

 

In the second scenario, the CH has a finite energy source (the CH has limited 

energy) and thus its energy consumption affects the lifetime of the network. When 

determining the optimal location of the CH that is determined using PSO algorithm, 

the aim of the second scenario is to minimize the number of TO sensor nodes that do 

not have LOS with their CH and also minimize the total energy consumed by the TO 

sensor nodes and the corresponding CH in each group. Based on that, the 

minimization problem for determining the optimal location of the     cluster head in 

the second scenario is formulated as follows: 

  

                               
, ∑  (       

 
)            

  

   
  

 (          (      
 
)  )-                                                                             (4.5)                                                               

                            s.t.                     

 

where   is a trade-off factor that is used to reduce the weight of the total energy 

consumed by the     cluster head when determine its optimal location within its 

group.  
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4.3 Simulation and Results  

Two scenarios are considered, in each scenario the results of the proposed model 

are compared with the heuristic model. The simulation parameters are presented in 

the Table 4.1. The 80 transmit-only sensor nodes are randomly distributed in a 

         monitoring field. The proposed model is not affected by the number of 

sensor nodes and the network dimensions, because the network infrastructures are 

the same for the two models. If obstacles are present in the middle of the monitoring 

field, they impede the communications link between the TO sensor nodes and the 

CH. Therefore, to facilitate the simulation, two rectangular obstacles were placed in 

the observer field, which are later shown in Figures 4.1 and 4.2. Thus, the observer 

field is divided into two sections (two groups of TO sensor nodes) to ensure that the 

entire network is covered, and find the optimal location of one CH within each 

group. This work also assumes that there is a BS located at the corner of the sensing 

field, because this location is better in terms of providing LOS and reduce 

communication distances between the CHs and the BS. The goal is to increase the 

lifetime of the two groups and reduce the difference in lifetime between them. 

Hence, the network’s lifetime is computed as the moment when the first TO sensor 

node depletes its energy in any group and expires, so the network lifetime is 

determined by the minimum lifetime of the two groups. Since the lifetime for both 

groups are calculated separately, the smaller lifetime between the two groups is used 

to determine the lifetime of the entire network. 

 

Each TO sensor node has an initial energy of 5  . For example, the TO sensor 

node consumes 60    of energy to transmits 1000 bits of sensed data to the CH when 

the communication distance between them is 10  . Each TO sensor nodes consumes 
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about 0.0012% of its energy in each round depending on the communication 

distance. The initial energy of the CH in the second scenario is 30   .The CH 

consumes about 8900    of energy in each round as receiver and transmitter when 

the number of its corresponding sensor nodes is 40 and its communication distance to 

the BS is 35  . Each CH consumes about 0.029% from its energy in each round in 

the second scenario. In each round, all TO sensor nodes send their sensed data once 

to the corresponding CH, and the CH in turn collects the received data and sends it to 

the BS. 

 

 Table 4.1. Simulation parameters. 

parameter value 

Observer area (   ) (50 50)     

Network size 80 sensor nodes 

Path loss exponent (   2 

    50        

  100               

Initial energy of each TO sensor (    5 J 

Packet size (P) 1000     

Simulation round 100000 

Base station location       (0,50) 

  1/30 

Initial energy of each CH 30   

Communication radius 35   

 1000000 



55 
 

Dimensions of the first obstacle 

         

(15 2)    

 

Dimensions of the second obstacle 

         

(2 16)    

 

 

This work uses MATLAB software to perform the simulations and extract the 

results. The difference between the heuristic and the proposed models is that in the 

heuristic model the target field is partitioned using the coordinates of the obstacles, 

while in the proposed model the partitioning is performed using a GPT. Compared to 

the proposed model, where the difference between the number of TO sensor nodes in 

the two groups is too small, the difference is large in the heuristic model. This is due 

to the more intelligent GPT used in the proposed model. This is better explained in 

an example. The partitioning outcomes are shown in Figures 4.1 and 4.2. In the 

heuristic model , whose results are shown in Figure 4.1, 29 transmit-only sensor 

nodes can be seen in the first group and 51 transmit-only sensor nodes in the second 

group. The circles represent the TO sensor nodes and the stars represent the CH in 

each group. TO sensor nodes and CHs are represented by different colors in each 

group. It is clear that the energy of the second group in the heuristic model will be 

drained quickly as there are 175% of the number of TO sensor nodes as that in the 

first group. Therefore, the network lifetime dies out faster as well. 
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However, in Figure 4.2 (the proposed model), 43 transmit-only sensor nodes are 

in the first group and 37 transmit-only sensor nodes in the second group. Therefore, 

the lifetime of these two groups is close, and in result, the lifetime difference 

between them is small too. These results are attributed to the fact that the number of 

the TO sensor nodes in the both groups in the proposed model is approximately 

equal.  

 

 

 

 

 

Figure 4.1. Network partitioning with the heuristic model. 
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Figures 4.3 and 4.4 show the simulation results of the heuristic model and the 

proposed model, respectively, for the first scenario when the CHs are not constrained 

(the CHs have high energy). Figure 4.3 shows the lifetime for the first and second 

groups, as well as the lifetime difference between them. It can be seen that using the 

heuristic model, the achieved minimum lifetime is > 30,000 rounds and the lifetime 

difference is > 25,000 rounds. This lifetime difference between the two groups is 

considered to be very large as the group with more TO sensor nodes will expire 

faster. Thus, the entire network expires. 

 

 

 

 

Figure 4.2. Network partitioning with the proposed model. 
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Figure 4.4 shows the results for the proposed model. It can be seen that the 

minimum lifetime among both groups is > 37,000 rounds and the lifetime difference 

between them is < 2,500 rounds. The reason for the small lifetime difference between 

the two groups in the proposed model (relative to that in the heuristic model) is that 

the partitioning process of the monitoring field in the proposed model is more 

intelligent, where the number of TO sensor nodes in the two groups is approximately 

equal. In result, this makes the amount of energy consumed in both groups 

approximately equal. Thus, achieving a balance in the energy consumption of the 

network. 

 

 

 

 

Figure 4.3. The heuristic model with the first scenario. 
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Simulation results of the heuristic model and the proposed model are presented in 

Figure 4.5 and Figure 4.6, respectively, for the second scenario when the CHs are 

constrained (the CHs have limited energy). Figure 4.5 shows the results where the 

minimum lifetime and the lifetime difference are, respectively, ∼ 2,600 and 1,600 for 

the heuristic model. Therefore, the lifetime difference between the two groups is 

considered to be very large. This is due to the significant difference in the number of 

TO sensor nodes between the two groups in the heuristic model, due to the lack of 

intelligence used in network segmentation. 

 

 

 

 

Figure 4.4. The proposed model with the first scenario. 
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In the proposed model (Figure 4.6), however, the minimum lifetime found to be ∼ 

3,000 and the lifetime difference is ∼ 750. Therefore, these results are better than the 

heuristic model in terms of the minimum lifetime and the lifetime difference. 

 

The reason behind this behavior is, again, the lack of intelligence in the heuristic 

model relative to the GPT used in the proposed model. It is worth noting that the 

location of the BS is an important factor to consider in the second scenario due to the 

limited energy of the CH. Thus, the location of the BS and its distance from the CH 

is accounted for in the calculation of the network lifetime and when determining the 

 

 

Figure 4.5. The heuristic model with the second scenario. 
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location of the CH, where the energy consumption of the CH as transmitter is 

proportional to the distance between it and the BS.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Comparing the two scenarios, it can be seen that the lifetime of the network in the 

first scenario is larger than in the second scenario because the energy consumed by 

the CH is not taken into account in the first scenario when the lifetime of the network 

is calculated due to the assumption of high CH energy (i.e. unconstrained power).  In 

comparison, in the second scenario, the network lifetime is smaller than that of the 

first scenario because the energy consumed in the CH is taken into consideration 

when calculating the network lifetime. 

 

 

 

Figure 4.6. The proposed model with the second scenario. 
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From the results and discussion above, It can be concluded that the energy 

consumption in the proposed model in both scenarios is the better in terms of the 

network lifetime as a whole. The improvement in the network lifetime is ∼ 22% in 

the first scenario and 16% in the second scenario with the proposed model compared 

to the heuristic model.  

 

Finally, Figures 4.7 and 4.8 show the results of a Monte Carlo simulation to study 

the average behavior of the two models with the two scenarios. The average of the 

minimum lifetime and the average lifetime difference is used as comparison metrics. 

The simulation is repeated 100 times for both scenarios, where the distribution of the 

TO sensor nodes varies in each iteration. Monte Carlo simulation is presented in a 

flowchart shown in Appendix B of this thesis. 

  

Monte Carlo results for the first scenario are shown in Figure 4.7. The results 

show that the proposed model performs better than the heuristic model in terms of 

the average minimum lifetime and the average lifetime difference between the two 

groups in the observer field. 
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Monte Carlo results for the second scenario are shown in Figure 4.8, and 

demonstrate that the proposed model has a larger average minimum lifetime and less 

average lifetime difference compared to the heuristic model. These average results 

confirm the previous results about the superiority of the proposed model as compared 

to the heuristic model. The reason for this improvement lies in the partitioning 

process of the monitoring field, where the number of the TO sensor nodes in the two 

groups is approximately equal in the proposed model. This makes the lifetime of the 

two groups approximately equal in each iteration. 

 

 

 

Figure 4.7. Monte Carlo simulation for the first scenario. 
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Figure 4.8. Monte Carlo simulation for the second scenario. 
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Chapter Five 

5. Conclusions and Suggestions for Future Works 

5.1 Conclusions 

In this thesis, two cases are presented to minimize the energy consumption and 

prolong the lifetime of the network. These goals are achieved  by splitting the 

observer field into  -partitions and determining the optimal location of the CHs 

within the observer field. 

 

In the first case, the TO sensor nodes of the target field are divided into  -clusters 

using  -mean clustering algorithm. A single TO sensor node (centroid node) is 

selected from each cluster to represent the entire TO sensor nodes on its cluster to 

prevent redundant sensed data. This centroid nodes with the aggregation energy of all 

TO sensor nodes on its cluster. Assume that the target field contains a single CH and 

N transmit-only sensor nodes that are randomly distributed in the observer field. The 

proposed model reduces the energy consumption of the entire network by 

determining the optimal location of the CH using the PSO algorithm with a fitness 

function that represent the energy consumed by all centroid nodes in the observer 

field. The proposed model consumes less energy during transmissions and receptions 

by TO sensor nodes and the CH, due to the small number of operating TO sensor 

nodes in the observer field. The proposed model has been compared with two other 

models in five scenarios. The simulation results showed that the lifetime of the 

proposed model outperforms the other two compared models when the number of 

clusters is relatively small. 
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In the second case, this work has presented a model to divide the network into  -

partitions using GPT, which considered the presence of a line-of-sight and the 

distance between every two TO sensor nodes in dividing it into  -partitions, 

assigning a CH to each group to collects the sensed data from corresponding TO 

sensor nodes and transmitting them to the BS. The two conditions considered when 

determining the optimal location of the CH within its partition are: maintaining a 

line-of-sight between the CHs and their corresponding TO sensor nodes, and 

minimizing the energy consumption in the observer field. The possibility of the 

presence of an obstacles in the monitoring field that may block the communication 

link between the TO sensor nodes and the CH has been considered in the analysis. 

The results from the proposed model have been compared with a model (called it the 

heuristic model) that does not use an intelligent partitioning technique. The results 

show that the proposed model can extend the lifetime of each partition in the 

observer field, it can also balance the lifetime among the partitions. In the second 

case, two scenarios were studied, in each scenario the proposed model was compared 

with the heuristic model. All partitions have close lifetime, and the difference 

between the minimum and maximum lifetimes is small compared with the heuristic 

model because the number of TO sensor nodes in each partition with the proposed 

model is approximately equal. In both scenarios, the results showed that the proposed 

model outperforms the heuristic model in terms of the minimum lifetime and the 

lifetime difference. 
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5.2 Suggestions for Future Work 

The following are some suggestions for future work that could improve the 

network and extend its lifetime: 

1. Studying the network when the sensor nodes have the ability to move over 

a specified distances to reduce the communication distance between them 

and their CH. 

2. Exploring the possibility of splitting each partition in the target field into 

clusters to prolong the network lifetime using Grey Wolf Optimization 

(GWO) algorithm. 

3. Studying the WSNs lifetime in Internet of Things (IoT) application. 
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 Appendix A 

The direct distance between any two points in the 2D space (i.e. between the TO 

sensor nodes and the CH or between the TO sensor nodes) can be calculated using 

the line segment equation and the coordinates of the obstacles as follows: 

 

*
 
 +=*

  

  
+   *

  

  
+       

 

where   and   are the coordinates of the obstacle.                     represent the 

coordinates of the endpoints of the line segment (i.e. the sensor nodes and the CH). t 

is a parameter that characterizes the line segment, and (      and        . 

From the above equation    can be calculated as follows: 

 

   
    

     
 

   
    

     
 

 

The direct path between the communicating endpoints is considered absent (i.e. 

passes through an obstacle) if there is an intersection between the range of values 

that           takes on. Otherwise, the LOS is present. Using these information, a 0-

1 matrix is created that is later converted into a weight matrix by replacing the 1’s 

with the inverse of the Euclidean distances between endpoints. This weight matrix is 

the input to the GPT to split the monitoring field into two partitions. 
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 Appendix B 

Flow chart showing the work of the Monte Carlo simulation in the second case.  
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 انخلاصت 

( مخقٍْت خذٌذة فً حطبٍقبث ٍخخيفت WSNsاىلاعينٍت ) خحغظفً اىغْ٘اث الأخٍشة ، ظٖشث شبنبث اى

 WSNىيحص٘ه عيى ٍعيٍ٘بث ٍِ اىبٍئت ٍثو دسخت اىحشاسة ٗاىشط٘بت ٗاىضغظ ٍٗب إىى رىل. حخٍَض شبنبث 

بشنو أعبعً بئٍذاد ٍحذٗد ٗغٍش ٍخدذد ىيطبقت. ٍِٗ ثٌ ، فئُ اىحبخت إىى ححغٍِ مفبءة اىطبقت أصبحج راث 

اىلاعينٍت ،  اىخحغظاعخٖلاك اىطبقت فً شبنت أخٖضة  ٍِ أخو حقيٍو إٍَٔت ٍخضاٌذة لأّٖب حؤثش عيى عَش اىشبنت.

عَش اىشبنت ٍِ خلاه اقخشاذ ّٖدٍِ. اىْٖح الأٗه حقذً ٕزٓ الأطشٗحت َّ٘رخًب ىخقيٍو اىطبقت اىَغخٖينت ٗإطبىت 

اىَقخشذ إىى عذد ٍعٍِ ٍِ اىَدَ٘عبث ، ٌٗخٌ  اىَْ٘رجٌْبقش خَغت عٍْبسٌٕ٘بث. فً مو عٍْبسٌ٘ ، ٌْقغٌ 

ٍقبسّت اىَْ٘رج اىَقخشذ بَْ٘رخٍِ آخشٌِ. فً ٕزا اىْٖح ، ٌقيو اىَْ٘رج ٍِ عذد عقذ الاعخشعبس اىْشطت ، 

الإسعبه فقظ ،  ححغظ(. ىخقيٍو اىطبقت اىخً حغخٖينٖب عُقذ CHىشأط اىَدَ٘عت اى٘حٍذ )ٌٗحذد اىَ٘ضع الأٍثو 

مو ٍدَ٘عت ىخَثٍو ٗاحذة ٍِ  ٍخحغظ( لأداء حقغٌٍ  اىعقذ، ٗححذٌذ عقذة k-mean algorithmٌخٌ اعخخذاً )

( ىحو ٍشنيت اىخحغٍِ غٍش اىَحذبت اىَخَثيت PSOاىدغٍَبث ) عشةححغٍِ خ٘اسصٍٍت غخخذً ٕزٓ اىَدَ٘عت. ح

ً ( فCHs) َدَ٘عتاىَ٘ضع الأٍثو ىشؤٗط اى ٌخٌ دساعتفً اىْٖح اىثبًّ ، . CHفً إٌدبد اىَ٘قع الأٍثو ىـ 

ثو اىدببه أٗ اىَببًّ أٗ ٍدَ٘عت ٍِ الأشدبس ، داخو ٍدبه اىَشاقبت. قذ ، ٍاىشبنبث حٍث ح٘خذ ع٘ائق طبٍعٍت

اىلاعينٍت  خحغظفً شبنبث اى َدَ٘عتالإسعبه فقظ ٗسأط اى ٍخحغظحَْع ٕزٓ اىع٘ائق الاحصبه بٍِ عقذ 

(WSNs ، فً ٕزا اىْٖح .)ٌٍإىى  ٍٔدبه اىَشاقب ٌخٌ حقغk َدَ٘عبث ، حٍث ححخ٘ي مو ٍدَ٘عت عيى ٍِ اى

 graph ( فٍَب بٍْٖب. حَج صٍبغت ٕزٓ اىَشنيت اىفشعٍت كLOSاىخً ىٖب خظ سؤٌت ) خحغظعذد ٍِ عقذ اىأمبش 

partitioning problem الأٍثو ه َ٘قع. علاٗة عيى رىل ، ٌخٌ ححذٌذ اى CH  ٌفً مو ٍدَ٘عت بحٍث ٌخ

اىخبصت بٖب. ٍِ أخو حقيٍو اىطبقت اىخً حغخٖينٖب مو  ىخحغظٗعقذ أخٖضة ا CHبٍِ  LOSاىحفبظ عيى 

( ىيعث٘س عيى اىَ٘قع PSOخ٘اسصٍٍت ححغٍِ عشة اىدغٍَبث ) ٌخٌ اعخخذاًٍدَ٘عت داخو اىَدبه اىَغخٖذف ، 

بىَْ٘رخٍِ ٌحقق عَشًا أفضو ىيشبنت ٍقبسّت ب الاٗه حظٖش ّخبئح اىَحبمبة أُ اىْٖح اىَقخشذ .CHsالأٍثو ىـ 

 CH ٌحقق أفضو حقغٌٍ ىيشبنت ، ٗأفضو احصبلاث بٍِ عقذ الاعخشعبس ٗاىثبًّ اىَْ٘رج اىَقخشذ  َببٍْ .الاخشٌِ

ببعخخذاً إحذاثٍبث اىع٘ائق  َخحغظاىخبصت بٖب ، ٗأفضو عَش ىيشبنت ٍقبسّت ببىَْ٘رج اىزي ٌقغٌ عقذ اى

(heuristic model حبيغ ّغبت .)فً اىغٍْبسٌٍِٕ٘ الأٗه ٗاىثبًّ عيى  %16ٗ  % 22 عَش اىشبنتِ ٍححغ

 اىخ٘اىً.
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